
School of Law - University of Lisbon - AI for Judges

Bayesian Networks for Judges
Marcello Di Bello  
Arizona State University  
mdibello@asu.edu



PART I: What Are Bayesian Networks?


PART II: Group Exercise and Discussion


PART III: Analyzing a Legal Case Using Bayesian Networks

Agenda



PART I 

What Are Bayesian Networks?
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COVID19 risk assessment and contact tracing”, https://doi.org/10.1101/2020.07.15.20154286

Key ideas:

Nodes: evidence v. 
hypothesis

Arrows: diagnostic v. 
predictive

Graphical part: qualitative 
relations between 
evidence and hypothesis 

Numerical part: strength of 
these relations (more later)
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(1) Graphical Components of a Bayesian Network

Nodes
Each node represents possible 
states of the world 

“defendant killed victim” //  
“defendant did not kill victim”


“defendant had a motive” // 
“defendant did not have a motive”


“gun powder found on defendant” //  
“gun powder not found on 
defendant”


“witness testifies they saw 
defendant near crime scene” // 
“witness testifies they did not see 
defendant near crime scene”


“witness is credible” // “witness is 
not credible”
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(2) Graphical Components of a Bayesian Network

Arrows
As a first approximation, think of 
arrows as directions of causal influence 
(though this interpretation is debated):


Whether or not the defendant had a 
motive to kill influences whether or 
not the defendant killed the victim 


Whether or not the defendant killed 
the victim influences whether or not 
gunpowder was found on defendant


Whether or not the defendant killed 
the victim influences what the 
witness saw


Whether or not the witness is 
credible influences what the witness 
says
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(though this interpretation is debated):


Whether or not the defendant had a 
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(3b) Graphical Components of a Bayesian Network

Idioms (=basic graphical structures)

H1

E1

H2

E2

Rebuttal: 
hypotheses H1 and 
H2 are incompatible



Basic Idioms Can Be Combined 
and Form More Complex Graphs
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Numerical Component:

Probability Tables



Before we get into that…


Two preliminary topics:

- Conditional probability 

- Bayes’ theorem (see also handout)
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Pr(B & A) / 

Pr(A)
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Example

person 
tests 
positive

person has 
disease

Pr(test positive|disease) is HIGH

Pr(disease|test positive) is LOW



BAYES’ THEOREM - CRITICAL REASONING - PHI 169

MARCELLO DI BELLO
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without
disease
990,000

We know:

Individuals with
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P (T [positive]|D) = 90% P (T [positive]|¬D) = 10%
Now we test both groups. Let
T [positive] be a positive test.

90%⇥ 10, 000 = 9, 000 10%⇥ 990, 000 = 99, 000

P (D|T [positive])
9, 000

9, 000 + 99, 000
⇡ 8.3%
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Prior x Strength of evidence = 
Posterior 

Prior 
probability — 
i.e. Pr(disease)

Strength of evidence — depends 
on Pr(test positive|disease) and 
Pr(test positive|not-disease)

Posterior probability — i.e. 
Pr(disease|test positive) 
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Back to Bayesian Networks



Examples of Bayesian Networks 
for Assessing  DNA Evidence 
and Eyewitness Evidence 
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Example 1: DNA Match Evidence (M)  
Source Hypothesis (S)

S

M
P0(M = yes |S = yes) = 1

P(S = yes) = prior

P(M = yes |S = no) = RMP

P0(S = yes |M = yes) =
P(M = yes |S = yes)

P(M = yes)
P(S = yes)

S=yes S=no
M=yes 100% RMP
M=no 0% 1-RMP

S=yes Prior
S=no 1-prior

=
P(M = yes |S = yes)

P(M = yes |S = yes)P(S = yes) + P(M = yes |S = no)P(S = no)
P(S = yes)

Random Match Probability

Graph Probabilities Probability Tables

Bayes’ theorem needed to calculate P(S = yes | M = yes), as follows:



Aside 

How Are Random Match 
Probabilities Calculated?

See Charles H. Brenner’s “Forensic mathematics of DNA matching”  available at 
https://dna-view.com/profile.htm

https://dna-view.com/profile.htm




Example 2: DNA Match + Test Reliability 
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S=no 1-prior

Graph Probabilities Probability Tables
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Bayes’ theorem needed to calculate P(S = yes | M = yes). 
But manual calculations quickly become unmanageable!

Example 2: DNA Match + Test Reliability 

RS

M
P(R = yes) = prior for R

P0(M = yes |S = yes & R = no) = 0.5
P(M = yes |S = no & R = no) = 0.5

R=yes Prior (high?)
R=no 1-prior
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Graph
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Lampinen, James Michael, Erickson, William Blake, 
Moore, Kara N., & Hittson, Aaron (2014),  “Effects of 
distance on face recognition: implications for eyewitness 
identification”, Psychonomic Bulletin & Review, 21.
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Bayesian Networks Summary

(1) Qualitative: A graphical 
representation of 
relationships between pieces 
of evidence and hypothesis 

(2) Numerical: The strength 
of these relationships is 
expressed numerically 
with probabilities tables

(3) Reasoning: Able 
to calculate 
probabilities of 
hypotheses based 
on evidence using 
Bayes’ theorem (or  
dedicated software)



PART II 
Group Exercise and 

Discussion
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Chris is shot (clearly murder) on an island. 

There are 100 possible perpetrators. One of them is Fred.

Gun shot residue is found on Fred’s hands same day as the shooting took place. 

There are two possible explanations: Fred shot Chris or Fred was at the 
shooting range the same day. Both explanations can be true. Given the gun 
shot residue, it is impossible that both are false. 

Fred goes to the shooting range 4 days a week. 

Daniela, a woman who works at the shooting range, is asked if she saw Fred on 
the day in question, and she says that he was not at the range that day. 

Daniela’s accuracy in correctly identifying and remembering Fred is 99%. In 
other words, if Fred was at the shooting range that day, there is a 1% chance 
that she will incorrectly report that he was not there, and if he was not, there is 
a 99% chance that she will correctly report that he was not there. 

What is the probability that Fred shot Chris?

Consider this Stylized Legal Case
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reasonable doubt about Fred’s guilt?
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• Start with an informal analysis of the case: what are the main 
pieces of evidence? How would a judge or a lawyer analyze this 
case? How strong is the evidence against Fred? Is there a 
reasonable doubt about Fred’s guilt?

• Sketch how a graph of a Bayesian network (nodes and arrows) 
could look like. Is there only one possible graph or multiple 
graphs seem appropriate here?

• Fill in the probability tables with the right numbers. Do you have 
all the numbers you need or are some numbers missing?

Group Exercise
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It is initially unlikely that Fred shot Chris. There were a lot of other 
people on the island who could have done that.

After finding gun powder’s residue on Fred, it is still not very likely 
that Fred shot Chris. Fred goes to the shooting range every week (4 
out of 7 days). We would expect him to have gun powder on his 
hands the same day he went to the shooting range.

One question might be: can the gun powder be washed away 
easily? Assume gunpowder does not survive more than one day.

Daniela’s testimony changes things. She is highly reliable (99%). If 
the hypothesis that Fred was at the shooting range that day is ruled 
out, the most likely explanation is that Fred did indeed shot Chris.  

Informal Reasoning: Do you Agree?



Bayesian Network 
Approach
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Bayesian Network - Probability Tables

B

Fred at shooting range

D

Daniela's testimony

C

gun powder on Fred

A
Fred shot Chris

A=yes 1/100=1%
A=no 99%

B=yes 4/7=57%
B=no 3/7=43%

A=yes & 
B=yes 

A=no & 
B=yes

A=yes & 
B=no

A=no & 
B=no

C=yes 100% 100% 100% 0%
C=no 0% 0% 0% 100%

B=yes B=no 
D=yes 99% 1%
D=no 1% 99%



No Evidence: 
Unlikely Fred Shot Chris 



Gun Powder on Fred:  
Still Unlikely Fred Shot Chris 



Gun Powder on Fred plus Daniela’s Testimony:  
Still Unlikely Fred Shot Chris 
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1. Can Bayesian networks be helpful to judges? 

If not, why not. If yes, in what ways exactly?

2. Will different people come up with different graphs for a Bayesian 
networks? 

If yes, wouldn’t such subjectivity be a problem?

3. Where do the numbers needed to fill the probability tables come 
from?

Feel Free to Add Your Own!
Questions for Discussion



PART III

Analysis of a Legal Case 
Using Bayesian Networks



Tasks of a Judge

(1) Gatekeeping: apply 
exclusionary rules about 
relevance, hearsay, character 
evidence, privileges, etc. 

(2)  Seek 
evidence and 
asks questions 

(2)  Assess the evidence 
for and against the 
defendant, and then 
finally decide

(4)  Write down a written opinion that 
lays down in detail the reasoning 
that supports to the decision 



Simonshaven case



If You Were a Judge Writing 
the Opinion, How Would You 

Organize Your Analysis?
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Informal Analysis of the Case
(NB: Matters of fact only)

(1) Identify factual 
propositions 
(=hypotheses) under 
dispute. 


These can be ultimate 
probanda or intermediate 
propositions.  

(2) Identify key 
pieces of 
evidence which 
favor or oppose 
the factual 
propositions 
under dispute

(3) Make an assessment of the case as a whole, all 
things considered. 


This can can require an assessment of the balance of 
the evidence for/against the accused or an assessment 
of whether a reasonable doubt about guilt exists. 



The Analysis That Follows 
Is Taken From this Paper



Full Bayesian Network
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Examples of Probability 
Tables
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Gun Match Evidence
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Incompatible Hypotheses
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Changes in Probability as Evidence is Added



Sensitivity Analysis:

What If We Had Assigned 

Different Numbers?


