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first of which concerns international criminal law and especially international case
law in relevant criminal law subjects. The second addresses international human
rights law with a particular focus on the impact of international jurisprudences on
national criminal law and criminal justice systems, as well as their interrelations. In
turn the third area focuses on European criminal law and case law. Here, particular
weight will be attached to studies on European criminal law conducted from a
comparative perspective. The fourth and final area presents surveys of comparative
criminal law inside and outside Europe. By combining these various aspects, the
series especially highlights research aimed at proposing new legal solutions, while
focusing on the new challenges of a European area based on high standards of
human rights protection.
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AI-Powered Investigations: From Data
Analysis to an Automated Approach
Toward Investigative Uncertainty

Giulia Lasagni

Abstract Criminal law might sometimes be perceived to be at the margins of the
automation process that involves increasing sectors of our society. While the expan-
sion of automated-driven cars is by now an established fact, the technological
upgrade of criminal justice mechanisms still tends to evocate sci-fi images and
Minority-report-style dystopian scenarios to the non-specialists.

However, the high variety of applications that can already be counted in this
domain, and the acceleration of this process in the last few years, clearly speaks for a
tangible expansion of AI technology also in the field. In particular, against some
more-established scenarios, especially related to phenomena of so-called predictive
policing, Multi-Agent Systems (MAS) open today the perspective of a much deeper
involvement of automated technologies in the very shaping of investigative
proceedings.

The chapter offers an analysis of such potential, both with respect to their possible
contribution to the efficiency of investigations (in their preventive and repressive
dimension), and to avoid or reduce certain negative biases typical of “purely human”
investigation processes, first of all, the tunnel vision effect.

1 Challenging Traditional Models of Decision-Making
in Criminal Justice

It is difficult to measure the width of a change while you are right in the midst of it,
and the advent of AI surely is one that might take more than a lifetime to get used to.

G. Lasagni (*)
Department of Legal Studies, University of Bologna, Bologna, Italy
e-mail: giulia.lasagni6@unibo.it
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Thanks to an ability to record and process information that yet finds no terms of
comparison, and a capillarity similar to that of law itself,1 AI and algorithms are
today transforming most human activities, and in particular decision-making pro-
cesses. Renown is the statement by Balkin, according to whom we are rapidly
moving towards

the Algorithmic Society [. . .] organized around social and economic decision-making by
algorithms, robots, and AI agents, who not only make the decisions but also, in some cases,
carry them out.2

Along the same line, other authors talk about a ‘transition from history to
hyperhistory’, a change implying that

“our current life world can no longer be described by dichotomizing online and offline,
which suggests that we require a new term to more adequately depict our current predica-
ment” and partake “in a new kind of world that we are still discovering”.3

It is worth mentioning that one of the latest paradigm-shifts in AI development led to
the adoption of data analysis-induced knowledge methods, which largely set aside
traditional approaches based on symbolic representations of human specialist exper-
tise. The fact that most successful AI systems are currently based on Machine
Learning (ML) techniques, applied to large masses of (big) data, has indeed become
common knowledge.4

Equally well known, especially among criminal law scholars, is one of the main
technical limitations of ML systems: As much as they are capable of high perfor-
mances in terms of result accuracy, their functioning, as well as the reasons under-
lying their outcome, are still not fully explainable. Such technologies are thus also
known as ‘black boxes’, i.e., systems in which input and output are observable,
while their internal functioning remains obscure even to their own programmers.5

1As highlighted by Ubertis (2020), pp. 76–77.
2Balkin (2017), p. 1219.
3Cf. Floridi (2014), pp. 1–24; Hildebrandt (2015), p. 42. See also European Commission, Explan-
atory Memorandum to the Proposal for a Regulation of the European Parliament and of the
Council Laying Down Harmonized Rules on Artificial Intelligence (Artificial Intelligence Act)
{SEC(2021) 167 final}—{SWD(2021) 84 final}—{SWD(2021) 85 final}, Bruxelles, 21.4.2021,
COM(2021) 206 final, pp. 1 ff, highlighting the need to make AI “a tool for people” and “a force for
good in society”. For some aspects of this proposal see also in this volume Neroni Rezende, Sect. 2.
4One of the most remarkable features of such technology, especially from a legal perspective,
precisely concerns the decision-making approach: Instead of carrying out its assessments following
a set of rules (algorithm) predefined by the programmer, ML systems build their own model of the
domain, applying a learning algorithm to analysis of the training data, cf., for all, O’Neil (2016);
Russell and Norvig (2010), pp. 525 ff; Ferguson (2018), pp. 504 ff; Henderson (2018), pp. 527 ff.;
Lagioia and Sartor (2020), pp. 280 ff; Goodfellow et al. (2018), p. 56 ff.
5For all, cf. Pasquale (2015).
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As largely observed, the resemblance with an ‘oracle’—though gifted with great
statistical accuracy—makes it especially critical to deploy such systems in the
criminal justice domain.6

Indeed, the duty to state reasons, especially in case of decisions affecting core
values, like personal freedom, lays at the roots of democratic models of modern
justice delivery.7 It is thus apparent, that without a satisfactory explanation on how
and why the decision-maker has assessed the elements at its disposal in a certain
way, challenging a decision with reasonable chances of success becomes virtually
impossible.8

The conclusion, however, does not suggest an ontological incompatibility
between AI systems and criminal justice.9 Actually, the potential of such systems
in the field, for instance to improve consistency and predictability of legal interpre-
tation,10 is rather widely accepted.

Deployment of AI and algorithmic technology is then especially common in the
preventive and investigative phases, with various levels of success around the world.
This seems to largely depend on the fact that defence rights are considered to be
more freely constrainable in the preliminary phases of criminal proceedings, not to
mention during intelligence activities. The use of promising technology, though
‘inexplicable’, is thus regarded as relatively unproblematic in numerous
jurisdictions.

Naturally, practice had already shown how illusory such an impression is,
especially where, due to copyright protection or excessive privatisation, AI tools
are applied without any effective control by public authorities. Several of the tools
raising such substantial critical concerns (well-known, but not isolated, the case of
COMPAS) have incidentally been largely discussed in literature; hence, they will be
mentioned here only to provide the necessary context to the main argument of the
contribution.

6See, ex multis, Balkin (2015), pp. 54 ff; Quattrocolo (2020a), pp. 94 ff; Contissa and Lasagni
(2020), p. 282. The issue is however relevant also in other fields, see for instance Lagioia and
Contissa (2020), pp. 1 ff, with regard to the health care system.
7Cf. ECtHR, Moreira Ferreira v. Portugal (no. 2), App. no. 19867/12, 11 July 2017, §84; Papon
v. France (dec.), App. no. 54210/00, 15 November 2001.
8For a specific analysis on the profile of the right to an effective remedy in this context, and some
constructive proposal, see Contissa and Lasagni (2020), pp. 288 ff.
9Firstly, because “inexplicable” decisions are far from unknown, and even accepted to a certain
extent also in “purely human” proceedings (Caianiello 2019, pp. 267 ff); Moreover, computer
scientists are currently working on the AI technical limitations concerning explainability, and thus
might soon produce satisfactory explicable models (Guidotti et al. 2018, pp. 1 ff). In any case,
proposals have already been launched, to achieve legal and technical solutions that ensure compli-
ance with fair trial rights, even with the current state of technical development (cf. Kroll et al. 2017,
pp. 633 ff and, with specific reference to criminal proceedings, Contissa and Lasagni 2020,
pp. 300 ff).
10Especially in multilevel legal orders; in this sense, see Caianiello (2021), p. 4, according to which
“legality constitutes [. . .] a promise never fully kept”, against which “AI and ML systems could
satisfy, in the end, that relentless quest”.
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Its starting point is that AI and algorithms can be deployed in preventive and
criminal investigations also with perspectives different from those experienced in
predictive policing.

Certain AI systems, known as Multi-Agent Systems (MAS), for instance, point to
a much deeper involvement of AI technology in the very shaping of the investigative
proceeding. These tools have already proven to be an essential support in certain
stages of the investigations, especially in the digital forensics’ analysis of big data.

This study argues that MAS technology and in particular some of their specific
application, like MultiAgent Digital Investigation Toolkits, could actually make a
significative contribution also in a different and potentially groundbreaking direc-
tion: That of supporting fairness during investigations, by intervening in the formu-
lation, assessment and selection of investigative hypotheses.

To this end, the chapter first offers a brief recollection of the most common
criminal justice applications of AI and algorithmic systems, mostly of ‘predictive’
nature (Sect. 2). Second, the main traits of MAS technology will be introduced, to
highlight what makes these tools especially valuable for investigative and preventive
purposes (Sect. 3).

Finally, an analysis of the potential of MAS tools will follow, to shed light on
how a mindful application of such systems could actually contribute to avoiding or at
least reducing some typically human mistakes in investigation processes, capable to
generate substantial miscarriages of justice, like the so-called tunnel vision effect
(Sect. 4).

2 AI and Algorithms for Criminal Justice “Predictive”
Purposes: State of Play

Although criminal law is sometimes perceived to be at the margins of the automation
process that involves increasing sectors of our society, the high variety of applica-
tions that can already be counted in this domain, and the acceleration of this process
in the last few years, show quite a different reality.

The deployment of AI and algorithms in criminal justice is often associated to
so-called ‘predictive’ goals. As highlighted by legal scholars, however, the notion of
‘prediction’, when referred to such technology, needs be cautiously used. AI and
algorithmic systems, indeed, can at their best ‘only’ produce highly accurate statis-
tical analysis, which—as such—does not necessarily have a projection into future
behaviours.11 Hence, the decision to attribute a certain binding value to the assess-
ment produced by these tools entirely relies on the discretionary policy choice of the
legal system at stake.

Understood in these terms the general potential of ‘predictive’ systems, it is worth
briefly recalling two main directions towards which they are mostly oriented,

11Cf. Quattrocolo (2020b), pp. 17–18; see also Caianiello (2021), p. 8, highlighting how statistics
“cannot tell us with precision anything that concerns the position of a single individual”.



namely: (1) supporting law enforcement in certain phases of the investigations
(predictive policing); (2) support courts in judicial decision (predictive justice).
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2.1 Predictive Policing

Predictive policing is today a very operational reality in several countries worldwide.
In this regard, AI and above all algorithmic systems may be used for different
purposes, mostly either to ‘predict’ some objective element of criminal activities
(e.g. time and place of possible offences; potential victims), or to ‘predict’ the
occurrence of individual behaviours with potential criminal relevance.12

Critical implications for the protection of fundamental rights however signifi-
cantly vary in the two cases.

The first approach reflects traditional investigative techniques to map criminal
activities in a given area, by analysing data on social, demographic, economic,
environmental, and criminal background.

Its deployment mainly aims at optimising the allocation of human resources and
equipment, channelling forces to areas where criminogenic risk is higher.13 Exam-
ples of such tools, largely examined by legal scholars and mostly directed at
predicting where street offenses are likely to occur, are, for instance, PredPol,14

XLaw,15 Delia,16 CAS,17 PreCobs,18 CAPP-PGH,19 or KLB-Operativ.20

12For a comprehensive overview, see Perry et al. (2013), pp. 8 ff; cf. also Isaac (2018), pp. 543 ff;
Joh (2018), pp. 559 ff.
13The use of such systems is so common, that online databases have been created to check which
software finds deployment in a certain local district, cf. https://atlasofsurveillance.org/search?
utf8 %E2%9C%93&location &technologies%5B86%5D on.¼ ¼ ¼
14Developed by the police and the University of California, Los Angeles, the system makes
forecasts based on three classes of data (type of offence, place where the offence was committed,
and the date/time of its commission), that allow to identify, on a Web interface based on Google
Maps, the high-risk areas in certain time periods, cfr. https://www.predpol.com/law-enforcement/
#predPolicing; cf. also Huq (2019), p. 1070; Joh (2014), pp. 44–45.
15Designed by the Questura of Napoli, to predict the geographical and temporal occurrence of thefts
and robberies, cf. https://www.xlaw.it/presentazione/index_eng.asp.
16Developed by the company KeyCrime, created by a former police officer and currently in use by
the Milano police department, cf. https://www.keycrime.com/, on which see also Parodi and
Sellaroli (2019), pp. 56 ff.
17Crime Anticipation System, created by the Amsterdam police (https://documen.site/download/
crime-anticipation-system_pdf), on which see Mutsaers and van Nuenen (2020), pp. 1 ff.
18Pre Crime Observation System, http://www.ifmpt.de/, cf., e.g., Bayerisches
Landeskriminalamt (2015).
19Coalition against Predictive Policing, cf. https://capp-pgh.com/files/CPP%20Teach-in%2007-1
6-2020.pdf.
20Kriminalitätslagebild, https://atlas.algorithmwatch.org/datenbank/klb-operativ/, on which see
Seidensticker et al. (2018), pp. 1 ff.

https://atlasofsurveillance.org/search?utf8=%E2%9C%93&location=&technologies%5B86%5D=on
https://atlasofsurveillance.org/search?utf8=%E2%9C%93&location=&technologies%5B86%5D=on
https://atlasofsurveillance.org/search?utf8=%E2%9C%93&location=&technologies%5B86%5D=on
https://atlasofsurveillance.org/search?utf8=%E2%9C%93&location=&technologies%5B86%5D=on
https://atlasofsurveillance.org/search?utf8=%E2%9C%93&location=&technologies%5B86%5D=on
https://www.predpol.com/law-enforcement/#predPolicing;
https://www.predpol.com/law-enforcement/#predPolicing;
https://www.xlaw.it/presentazione/index_eng.asp
https://www.keycrime.com/
https://documen.site/download/crime-anticipation-system_pdf
https://documen.site/download/crime-anticipation-system_pdf
http://www.ifmpt.de/
https://capp-pgh.com/files/CPP%20Teach-in%2007-16-2020.pdf
https://capp-pgh.com/files/CPP%20Teach-in%2007-16-2020.pdf
https://atlas.algorithmwatch.org/datenbank/klb-operativ/
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These systems can be appreciated, for their potential in contributing to a better
management of law enforcement personnel and know-how, improving investigative
performances at the local level in conditions of limited resources. Yet, their deploy-
ment has been long criticized in literature,21 although in recent times such tools
started to be considered relatively less problematic, at least in comparison with
individual risk assessment technology.

This is not tantamount to say that they are devoid of critical aspects. Nonetheless,
these systems seem to ‘merely’ perpetuate criticalities that already characterize the
same activities when they are carried out by human beings, rather than being strictly
related to the functioning of AI or algorithmic technology.

Moreover, although even severe discrimination cannot be excluded, these pre-
ventive systems are usually applied to guide the action of law enforcement, and not
to directly issue decisions with binding legal effects.

Definitely more problematic are the instruments designed to issue individual
assessments.

To put it simply, such systems—thanks to mathematical models and ML tech-
niques, and by accessing huge amounts of data, otherwise often not available to law
enforcement agencies—correlate statistical risk factors with specific individuals.

In many countries, case law has in the last few years started to attach legal value
to such score risks, for instance by making the granting of probation or of alternative
measures dependent upon a low-risk result. This phenomenon raises a number of
concerns about the protection of fundamental rights, which have been repeatedly
flagged by legal scholars and specialized working groups on both sides of the
Atlantic.22 In this sense, notorious is the case of COMPAS,23 and of its judicial
aftermaths in the Loomis case.24 However, there are several more examples of tools

21For instance, by incorporating human bias, e.g. encouraging law enforcement to oversee certain
neighbourhoods (not unfrequently, characterized by non-white communities) and thus making it
more likely that the people living there will be subject to stop-and-frisk practices, cf. Huq (2019),
p. 1109; Brayne (2017), pp. 977 ff; Epp et al. (2014), pp. 117–119. As it will be discussed below,
however, once aware of such biases, AI can also be used to correct them (cf. n 55).
22Among which, as widely discussed, many of the USA national jurisdictions, and, to a lower
extent, the United Kingdom; for a reference to the vast literature on the matter, see Garapon and
Lassègue (2018); Huq (2019), pp. 1043 ff, Council of Europe (2017), pp. 10 ff.
23Developed by Equivant, a private company based in California (https://www.equivant.com/
practitioners-guide-to-compas-core/), and currently adopted in several US states to calculate the rate
of recidivism, as when issuing decisions on alternative measures or suspended sentences. The data
used by COMPAS to issue its predictions are only partially known to the public, due to intellectual
property rights on the software, and have already been strongly accused of creating discriminatory
effects by non profit organizations, cfr. ProPublica Reports: Angwin et al. (2016) and Larson et al.
(2016). See also Huq (2019), pp. 1047 ff.
24State of Wisconsin v. Loomis, 881 N. W.2d 749 (Wis. 2016), 36. Among the vast literature
commenting the case in a critical perspective, see, ex multis, Lightbourne (2017), pp. 327 ff; Recent
cases (2017), pp. 1530 ff; De Miguel Beriain (2018), pp. 45 ff; Quattrocolo (2020a), pp. 166 ff;
Gialuz (2019), pp. 1 ff; Caianiello (2021), p. 16; Freeman (2016), pp. 75 ff. An unpublished case,
similar to Loomis and issued by the Supreme Court of the District of Columbia, is reported by
Quattrocolo (2020a), pp. 161 ff.

https://www.equivant.com/practitioners-guide-to-compas-core/
https://www.equivant.com/practitioners-guide-to-compas-core/


deployed worldwide to issue individual risk assessment, in the US (SASSI, LSI-R,25

or PSA,26 just to mention a few), as well as elsewhere (e.g. the British HART27).
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Also, goal pursued by individual assessment risk tools can vary. For instance, in
certain legal frameworks, they are reportedly used to perform like a polygraph (and
with the same controversial implications28). This is, for instance, the case of the
Spanish Veripol, used to ‘measure’ the truth of statements released by witnesses in
car insurance proceedings, with the goal of avoiding insurance fraud.29

2.2 Predictive Justice

In contrast to the relatively consolidated application of predictive policing tools,
instruments of predictive justice are still sensibly underdeveloped.

A comparison with civil proceedings especially reveals a significant gap in the
field of criminal justice. In the civil law domain, indeed, AI and algorithms are
increasingly deployed not only to support human decision-making, but also to
directly substitute it, at least for cases with limited monetary value.30 In criminal
law, on the contrary, predictive justice is, at most, in a testing phase.

Examples of such projects may be found in several jurisdictions, although
especially renown are the attempts to predict the behaviour of the United States
Supreme Court Justices,31 or the decisions of the Court in Strasbourg.32 Regardless
for the progressive improvement of their accuracy,33 similar systems are still

25Level of Service Inventory-Revised (LSI-R) and Substance Abuse Substance Subtle Screening
Inventory (SASSI), on which cf. Malenchik v. State, 928 N. E. 2d 564, 574 (Ind. 2010).
26The Public Safety Assessment is an individual risk assessment tool developed especially for the
pretrial phase by the Laura and John Arnold Foundation and currently used in dozens of jurisdic-
tions in the United States and in some of the largest cities in the country, such as Phoenix, Chicago
Houston. To distance PSA from the numerous criticisms moved to Compas, the creators of this
system decided to make information about its functioning public and to reveal the different weight
of each of main nine factors used in the risk assessment calculation, cf. https://www.psapretrial.org/
about.
27The Harm Assessment Risk Tool has been developed by the Durham Police and the University of
Cambridge. It makes predictions based on 33 different metrics, including the offender’s criminal
record, age, and postcode. The parameters used by HART have been made at least partly accessible
to the public, allowing to identify a number of relevant criticalities (e.g. that the tool is designed to
promote false positives over false negatives, which means that it is more likely that a low-risk
individual is wrongly classified as a high-risk person rather than the other way around, see Oswald
et al. (2018), p. 236).
28See, for all, Steinbrook (1992), pp. 122 ff.; Brett et al. (1986), pp. 544 ff.
29https://www.rtve.es/noticias/20180918/inteligencia-artificial-para-detectar-denuncias-falsas-
policia/1801640.shtml, on which see Liberatore et al. (2019), pp. 89 ff.
30See for instance the Estonian example, cf. Niller (2019).
31Cf. Katz et al. (2017) and Guimerà and Sales-Pardo (2011).
32Cf. Altreas et al. (2016), pp. 2 ff.
33Average accuracy could be estimated around 80%, or—at least—most renown studies are within
that range, cf. Katz et al. (2017), p. 14: “over nearly two centuries, we achieve 70.2% accuracy at the

https://www.psapretrial.org/about
https://www.psapretrial.org/about
https://www.rtve.es/noticias/20180918/inteligencia-artificial-para-detectar-denuncias-falsas-policia/1801640.shtml
https://www.rtve.es/noticias/20180918/inteligencia-artificial-para-detectar-denuncias-falsas-policia/1801640.shtml


generally deemed too low performers to play a significant role in the resolution of
criminal cases.34
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Perhaps because of their reference to the trial phase, rather than to the less
defence-oriented investigative stage, accuracy seems indeed to be examined in this
context through much narrower lenses than in their predictive policing
correspondents.35

At least for the time being, hence, these instruments continue to retain no legal
binding value and are widely regarded as mere scientific experiments.

3 Much More than Predictions: Exploring
New(er) Frontiers for AI-Powered Investigations

‘Prediction’, however, represents only a fraction of the AI and algorithmic potential
in criminal proceedings, and perhaps not even the most groundbreaking one.36

Data analysis carried out through AI tools, for instance, although less cinemato-
graphic, has drastically changed both the way evidence search is pursued by law
enforcement, and the realistic expectations of privacy in most of our daily activities.

In truth, against a massive and constant production of digital data in every field of
private and professional life, relying on AI seems an increasingly appealing option
for the law enforcement, struggling to find a sustainable way to select relevant
information.

This is a task for which a specific form of this technology, namely Multi-Agent
Systems (MAS), seems to offer a particularly promising contribution.

case outcome level and 71.9% at the justice vote level. More recently, over the past century, we
outperform an in-sample optimized null model by nearly 5%”; Guimerà and Sales-Pardo (2011),
p. 4: “For these artificially–generated ideal courts, we find that both the majority rule and the
stochastic block model algorithms correctly predict 71% of individual justices votes [. . .] For real
courts, on the other hand, the block model algorithm correctly predicts 83% of the individual
justices’ decisions”; Altreas et al. (2016), p. 2: “Our models can reliably predict ECtHR decisions
with high accuracy, i.e., 79% on average”.
34In this sense also the Council of Europe (2017), p. 11, according to which the low level of
accuracy “is therefore considered premature at the current time to imagine such systems replacing
judges”.
35Garapon and Lassègue (2018); Manes (2020), pp. 551 ff.
36Other relevant applications of AI technology in this domain, just to mention a few, concern facial
recognition (specifically dealt with in this volume by Neroni Rezende). Although this specific sector
has somehow long received less attention by legal scholars (see, however, Susskind (2017),
pp. 11 ff; Caianiello (2021), pp. 2 and 5, also with regard to the advantages for legal entities),
extremely relevant is also the deployment of AI technology in providing support to the defence
counsels’ activity, today addressed by several dedicated platforms, see, e.g., CrossJustice (Knowl-
edge, Advisory and Capacity Building Information Tool for Criminal Procedural Rights in Judicial
Cooperation) developed within the EU Justice Programme (GA no. 847346), available at: https://
crossjustice.eu/en/index.html.

https://crossjustice.eu/en/index.html
https://crossjustice.eu/en/index.html
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As it will be argued further below, though, the potential of MAS technology
could actually be even greater, bringing to an util now unprecedented level of
integration between human and machine skills in carrying out investigations.

Before moving to this analysis, however, a brief clarification on MAS functioning
is in order.

Multi-Agent Systems are a development of AI technology, characterized by a set
of specific features.

The main idea behind its development is that there are problems too complex to
be solved with predefined reasoning settings.37 Such problems hence call for differ-
ent approaches: structured and, at the same time, granted with a certain versatility.

MAS present a number of characteristics that made this technology particularly
suitable to address these challenges, especially where solutions do not appear easily
pre-definable—as it could well be a criminal case scenario.

As the term reveals, Multi-Agent Systems are based on the coordinated action of
several ‘agents’, that cooperate with each other to deliver a result. Such agents may
be defined as autonomous, reactive, and interactive. The action of each agent is
indeed shaped by intention, in other words, by the goal that the agent aims to achieve
through its assigned task in a rational and not-predefined way.38

Another fundamental element of MAS technology is that agents “should be
somehow organized”.39 To this end, norms must be established, that agents should
obey or comply with. It follows that agents could be structured in a hierarchical
framework, under the supervision of an operational or strategic manager,40 which
could, for instance, take care of task allocation.41

37Hindriks (2014), p. 4; Wooldridge (2009), p. 19 ff.
38Cf. Hindriks (2014), p. 2; Wooldridge and Jennings (1995), pp. 115 ff; Rao and Georgeff (1991),
pp. 473 ff.
39Hindriks (2014), p. 4.
40Hoelz et al. (2009), p. 884.
41Different organization models can actually be designed, whose complexity depends on the system
and the needs emerging from the case at stake. For a quite structured organizational system, see e.g.
Ganesch (2018), p. 97: The “strategic manager receives different cases to perform the forensic
analysis. According to the organization’s priorities, the strategic manager defines the order of
execution and amount of resources (number of computers) for each case. A tactical manager is
the[n] assigned to one specific case which can contain several evidences, like a number of hard
drives. The tactical manager defines the priority of its evidences and distributes them to the available
operational managers, which are limited by the resources available to that case. The operational
manager will employ the necessary specialized agents to perform the different tasks it deems
important to examine a piece of evidence”.
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4 MAS: Shaping a New Way to Carry Out Investigations

As anticipated, MAS technology has proven a very valuable tool for digital
investigations.42

This is indeed one of the contexts where, par excellence, investigators must
struggle not only in identifying the potential solution of a case, but, preliminarily,
in determining which elements are potentially relevant to that end.43 Given the vast
amount of information that might be present on a device, or on the cloud, this step is
inherently challenging, especially if similar activities need to be carried out in almost
every criminal case.

It is therefore not surprising that several tools have been developed, in the last
decades, precisely to support human investigators in such tasks.44 Examples in this
regard are, for instance, the Open Computer Forensics Architecture (OCFA),45 the
Digital Forensics Framework (DFF),46 Fiwalk,47 the Advanced Automated Disk
Investigation Toolkit (AUDIT).48 Among the vast range of MAS technology
deployed in this field, particularly interesting for this contribution is then the
MultiAgent Digital Investigation toolKit (MADIK).

MADIK systems are composed of a set of intelligent software agents, set to
perform different analysis on pieces of digital evidence. The rationale behind the use
of such technology is to facilitate the classification of digital information, through a
score system that differentiates from “Absolutely Irrelevant” to “Probably Case-
Relevant”.49

To do so, each agent contains a set of rules and knowledge base, derived from
human expertise (e.g. from law enforcement officers). Thanks to it, agents are
enabled to examine the elements at their disposal and determine which piece(s) of
information are most pertinent to the case.

Such tools can be applied within criminal investigations, as well as, actually, to
any other forms of digital investigations in other sectors (for example, labor law
disputes).

At the same time, MAS systems may also be usefully deployed in preventive
investigations.

42Cf., e.g., Beebe and Clark (2005), pp. 147 ff; Karabiyik and Aggarwal (2016), pp. 379 ff.
43Cf. Brighi and Ferrazzano (2021), pp. 43 ff.
44Among the first to propose such deployment, Stallard and Levitt (2003), pp. 160 ff. See also the
further proposals by Liao et al. (2009), pp. 1881 ff; Fizaine and Clarke (2013), p. 73.
45Vermaas et al. (2010), pp. 45 ff.
46www.digital-forensic.org, France, 2016.
47Garfinkel (2009), pp. 73 ff
48Karabiyik and Aggarwal (2016), pp. 381 ff.
49Hoelz et al. (2009), pp. 883 ff; Ganesch (2018), pp. 96 ff.

http://www.digital-forensic.org
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Perhaps the most immediate reference in this sense goes to inquiries carried out
on social media, to identify potential offenders or crime patterns and reduce
victimisation.50 Concrete applications can hence vary enormously, from anti-hate
speech control to terrorism or organized crime.

The use of MAS alike technology is also increasingly appealing in the fight
against financing of terrorism and money laundering. As Suspicious Activity
Reports by financial institutions are steadily increasing, Financial Intelligence
Units throughout the world struggle to keep up with a preventive action that has
already gone way beyond human-only capacities.51 Deployment of AI technology
hence more and more appears as a compulsory choice, to trace back the ‘digital trail’
of suspicious financial flows in a globalized and hyperconnected world.52

4.1 Not Only Digital Forensics: An AI Approach
to Investigative Uncertainty

The potential of MAS systems, however, could extend also to goals which go far
beyond digital data analysis.

Particularly interesting, in this regard, is the aforementioned MADIK system and
its so-called ‘distributed nature’. The idea behind this feature refers to the fact that a
task (e.g. identifying relevant information on a device) can best be carried out not
only by one single agent at the time, but, simultaneously, by several agents.

Each of them is thus performing its own assessment of the given problem. This
profile has a direct impact on the way in which decision-making is shaped within
these tools. Since different agents can produce diverging results, it is indeed for the
system operational manager to solve divergences. Several rules can be established in
this regard.

For instance, Hoelz et al. describe a system where the manager decides to rely on
those agents which—due to their specific training—have better performed in the past
with regard to similar tasks.53 If the results provided by a specific agent are deemed
to be inaccurate, the ‘confidence’ of the manager on its ability to answer to the given

50As supported by several political instances, cf. Rifkind (2014), pp. 143 ff; Toor (2016). For some
examples of technical implementations, see Gonçalves Evangelista et al. (2020), pp. 1 ff.; Scrivens
et al. (2019), pp. 179 ff; Panagiotou et al. (2019), pp. 1 ff; Ball (2016), pp. 147 ff.
51For an in-depth comparative examination of AML/CFT regimes, cf. Vogel and Maillart (2020);
for a recognition of Financial Intelligence Units’ structure and powers, see Lasagni (2019), pp. 93 ff.
52IBM (2019), pp. 1 ff; Deloitte (2018), pp. 1 ff; on the compatibility of such systems with
fundamental rights in the EU, see Maxwell et al. (2020), pp. 5 ff.
53Similarly to the machine learning procedure, the correctness of the agents’ results relies—at least
at first—on a review interface used by the human experts, cf. Hoelz et al. (2009), p. 886; Ganesch
(2018), p. 97: “MADIK uses case-based reasoning (CBR) to determine which agents are better
employed in which kind of investigation. This also allows the agents to reason about the evidences
in a way that is more adequate to the special case in question”.



problem will diminish. Its performances will thus likely bear less weight in future
queries of the same sort. On the contrary, where the performance of the agent is
deemed positive, the manager’s confidence increases, and this ‘appreciation’ will be
recalled also in future investigations.54
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This, however, does not represent a fixed rule. Different rule models could be
developed, for example by diminishing the role of precedents, in order to reduce
potential investigative blind spots caused by overreliance on past assessments.

Against this background, MAS show a broad range of potential for AI technol-
ogies in criminal justice.

Indeed, those who promote the recourse to AI and algorithmic systems often do
so with the aim (or the hope) of objectivizing or standardizing the human based
criminal justice system towards more accurate outcomes. In other words, to obtain a
fairer justice by making it less subject to variable, subjective and potentially dis-
criminatory influences.55 Making it simpler for human beings to assess a complex
and uncertain situation is certainly a positive and desirable goal that poses in favour
of a mindful deployment of AI technology to the criminal matter. This aim, however,
is not the only goal that can be pursued thanks to Multi-Agent Systems.

MAS, and especially MADIK systems, open also to a different perspective, that is
a use of AI technology not to pursue (legal) certainty, but to rationally manage
(legal) uncertainty. Indeed, these AI systems seem already capable of living with a
certain degree of complexity and unpredictability, typical of human vicissitudes.
Due to their characteristics, MAS show us that machines can today be deployed for
tasks other than simplifying the performance of complex human activities, requiring
a certain predictive reasoning or high statistical calculating skills.

Said otherwise, the AI potential to “reduce the noise”56 in criminal proceedings—
for instance, by selecting the relevant information in digital investigations among a
bulk of available data—is only one of its possible applications.

Especially in the early stages of the proceedings, also a different skill does reveal
its crucial importance, i.e. the capacity to leverage the notion of conflict, instead of
avoiding it, thus ensuring fairness to the whole procedure.

Building on the illustrated features, a further use for MADIK technology
(or alike) could hence be foreseen, namely a deployment aiming precisely to
preserve the necessary degree of uncertainty that is typical of the investigative
phases.

As is well-known, one of the features that makes initial stages of criminal
proceedings so sensitive to potential miscarriages is the difficulty of detecting the
best investigative hypothesis among the different possible ones.

54Cf. Hoelz et al. (2009), p. 886.
55Cf. Sunstein (2019), pp. 499 ff; illustrative in this sense also the expression by Deskus (2018),
p. 243: “A judge’s bad day or heavy docket does not affect the algorithm”. Highlighting the
influence of daily activities (such as breakfast or lunch time schedules) on the harshness of
human sentencing, Eagleman (2015), p. 266; see also Sartor and Lagioia (2020), pp. 63 ff.
56This is often the desired outcome: cf. famously Kahneman et al. (2021).
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Philosophers and social scientists have long recognized how human understand-
ing is usually quite struggling in dealing with multiple-option contexts, observing
that, once we have

adopted an opinion, [it] draws all things else to support and agree with it. And though there
be a greater number and weight of instances to be found on the other side, yet these it either
neglects and despises, or else by some distinction sets aside and rejects; in order that by this
great and pernicious predetermination the authority of its former conclusions may remain
inviolate.57

This almost involuntary tendency towards simplification has significant repercus-
sions for criminal investigations. This is the reason why forensic psychologists
identify a substantial safeguard against miscarriages of justice in the capacity of
investigators not to pre-determine their minds.58

The reference, in particular, goes here to the so-called tunnel vision effect,
according to which criminal justice actors tend relatively early to focus on a specific
suspect or investigative trail. The significance of evidence and clues that could ‘build
a case’ supporting the adopted insight gets thus elevated, while elements which
appear inconsistent with it are overlooked or dismissed as irrelevant, incredible, or
unreliable.59

Tunnel vision effect, however, “is more often the product of the human condition
as well as institutional and cultural pressures, than of maliciousness or indiffer-
ence”.60 To this regard, social scientists highlighted that the human tendency to
“typically consider only one hypothesis at a time and often make the assumption at
the outset that that hypothesis is true” does not exclude a potential for improvement,
achievable by “training people to think of alternative hypotheses early in the
hypothesis-evaluation process”.61

4.2 MAS as a Tool to Ensure Fairness in Criminal
Investigations?

Against this background, MAS technology could be a way to make those aspirations
viable. To this end, it is argued here that the same approach developed for digital

57Cf. Bacon (1939), original work published in 1620, p. 36; more recently, see e.g. Nickerson
(1998), pp. 176 ff.
58See, among others, Wason (1960), pp. 129 ff; Lange (1975), pp. 311 ff; Nickerson (1998), p. 193,
inquiring also on the potential causes that lead to this confirmation bias tendency (pp. 197 ff);
Meissner and Kassin (2004), pp. 85 ff; Findley and Scott (2006), pp. 291 ff; Dror et al. (2006),
pp. 74 ff; Forza (2018), pp. 395 ff.
59Cf. Martin (2002), pp. 847–848; Raeder (2003), pp. 1327–1328.
60Findley and Scott (2006), p. 292.
61Nickerson (1998), p. 211, according to whom “evidence provides reason for optimism that the
approach can work”.



evidence could be applied by Multi-Agent Systems also with regard to investigative
hypothesis.
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The idea is, that AI might be usefully deployed to support human investigative
decision-making by guaranteeing that divergent reconstructions within criminal
investigations remains unsolved, at least to a certain stage.

Multi-Agent Systems can support human law enforcement in the selection pro-
cess of investigative insights, at the same time maintaining a certain degree of
openness to the material examined. This is so, because the different reconstructions
produced by the autonomous ‘agents’ are brought back to (a certain) unity only with
the intervention of the operating manager.

Until then, MAS distributed nature could be exploited to ensure that agents
composing the investigative team are sufficiently diversified, so as to be able to
spot, and develop, as many investigative hypotheses as possible.

Naturally, the identification of a precise timeline (until when shall the uncertainty
of investigations be preserved?) is far from being a straightforward task. The demand
not to preclude any potential investigative lead, to ensure a more comprehensive
examination, shall indeed also be balanced with the necessity of safeguarding the
rights of the individuals that might become involved in the investigations (defen-
dants or other third parties). Needless to say, the use of AI in this domain should be
carried out carefully.

It should be considered, however, that the risk to either close too early or broaden
too much the investigations already exists in purely ‘human’ scenarios. As it is the
case for all AI applications, MAS or MADIK technology do not contain a predefined
magic formula that suddenly erases all human biases, although they can make them
more visible.

Thus, a crucial role will continue to be played by the principle of proportionality
and by the supervisory mechanisms already in place to oversee on the correct
performance of criminal investigations (first of all, judicial review).

Also, the capacity of such systems to operate as a ‘mind-openers’ clearly depends
on how much human experts carried out a diversified training of automated
agents. Machine training is however an ‘old’ issue, which risks undermining the
effectiveness (and fairness) of all Machine Learning technology, and not of
MAS exclusively.62

If proper training is ensured, the potential of MAS technology could be ground-
breaking. The analysis carried out by automated agents could help testing the
soundness of diverging investigative hypotheses or identifying reconstructions of
the event difficult to spot.

AI expertise might be used, for instance, in contexts where it is not possible to
deploy enough human agents to ensure an adequate variety of investigative perspec-
tives since the beginning of the proceeding, due to limited human resources. MAS

62Cf., e.g., Miller (2014), pp. 106 ff; Quattrocolo (2020a), p. 67; Roberts et al. (2021), pp. 199 ff,
highlighting the limits of ML technology with regard to the Covid-19 pandemic.



technology could also help deciphering unintelligible crime scenes, where clues or
relevant material is scarce or hard to interpret.
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Regardless of the subject matter, the reasoning model of Multi-Agent Systems
could indeed be deployed to prevent relevant investigative insights be lost at an early
stage of the proceeding, due to time or resources constraints.

Lastly, it is worth recalling that MAS technology could be successfully exploited
also by actors other than law enforcement and prosecutors.

Such tools could actually be used also by the counsellors representing the
defendant or the victim, to check whether all potential investigative leads had been
duly pursued. In this regard too, therefore, AI technology could find so far
unexplored, but potentially revolutionary areas of applications within the criminal
justice system.

5 Conclusion

This contribution aimed at lifting the veil on a new possible deployment of AI
technology within preventive and criminal investigation.

To do so, an inventive effort is requested to lawyers, legal informatics and
computer scientists, with a view to trying to walk unexplored paths for criminal
justice principles to find effective implementation in the ‘hyperhistory’ time that we
are living.63

Obviously, mistakes are in order in this quest, and options that seem easy to
realise on paper do not necessarily share the same fate in practice. This awareness
should not however discourage from insisting on trying.

Multi-Agent Systems, for once, seem to open interesting and innovative perspec-
tives over an AI-enabled version of the ancient Socratic method. Falsification64 as a
way to achieve procedural fairness is an essential feature of modern criminal justice
systems. In most legal orders, however, fair trial principles find only a partial
application in the investigative phase.

Here it is argued that MAS technology could help extend their safeguarding value
also to the very beginning of the proceeding, giving new tools to law enforcement, as
well as to defence lawyers, to better perform in their respective roles.

Of course, the limited remit of this contribution only allowed to begin shedding
light on a new potential for AI in criminal investigation.

Its provisional conclusion will need to be further substantiated, also to face the
many questions that arise any time AI technologies are at stake. Actual technical
capacities of MAS tools in this domain, for once, will have to be specifically tested,
and highly specialized investigative training shall be carefully designed to transform
the illustrated potential into operational reality.

63For the term, see again Floridi (2014), p. 24.
64On which, see, famously, Popper (2002), original work published in 1934.
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Who worries that investigative procedures may be “dumbed down”65 by exces-
sive human reliance on automation, however, should feel reassured: Human skills
are far from becoming irrelevant in the process. Training, in particular, clearly draws
a dividing line between a true empowerment of human investigative skills and a
mere digital re-proposition of old biases and prejudices.

AI technology is here to stay; as famously stated, all we have to decide is what to
do with the time that is given to us, and, of course, with its challenges.

Finding new ways to put automated technology at the service of fairness in
criminal justice, and not just of its (supposed) efficiency, might be a good idea. In
other words, the question is not whether humans are still making a difference, we
do. Point is: We have to make it an encouraging thought.66
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