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Part I 

Risk Models / Predictive Algorithms 
(recap and exercises)



Predictive Algorithms (or Predictive Models)

(binary case) Suppose we aim to make predictions 
about a binary outcome Y=1 or Y=0 
(e.g. college success, recidivism) 


Machine learning algorithms (e.g. 
regression, SVM) mine the historical 
data and identify relationships 
between predictive features (e.g. 
GPA, income) and the outcome


Based on the features one 
possesses, the predictive model 
classifies individuals as C=1 or C=0



Historical Data: Age, Prior Counts, Reoffeding



SVM Risk Model: Support Vectors and Line



Training Data v. Test Data



Validating Model Against Test Data



Example 1:  
COMPAS



COMPAS (Northpoint Inc./Equivant): “static information (criminal history),  
with limited use of some dynamic variables (i.e. criminal associates,  
substance abuse)” + 137 interview questions + …?

WHICH APPLICATION? 

- probation, alternative measures, etc.


- and what about sentencing?

The Loomis Case - State v. Loomis, 881 N.W.2d 749 (Wis. 2016)



Example 2:  
Public Safety Assessment (PSA) 

(Printout)



WHICH REMEDY? 

Art. 11 LED – Automated individual decision making


Decision based solely on automated processing 
(including profiling)


which produces an adverse legal effect concerning the data subject or 
significantly affects him or her,  

shall be prohibited unless


• authorised by Union or Member State law


• appropriate safeguards are provided, at least the right to obtain human 
intervention on the part of the controller 



Example 

FRONTEX


• European Travel Information Authorisation System (ETIAS), fully 
operational by the end of 2022: automated assessment of third 
country citizens on the threat posed to national security or public 
health


• if positive assessment: need to have a second assessment by a 
human being



• “This study examines … the 
impact of overrides on the 
PCRA’s risk prediction 
effectiveness. Findings show 
that nearly all … tend to 
place substantial numbers 
of persons under federal 
supervision (especially 
those convicted of sex 
offenses) into the highest 
supervision categories, and 
that overrides result in a 
deterioration of the PCRA’s 
risk prediction capacities."

Do Human 
Overrides 
Improve 
Accuracy?



Exercise: 


1. Familiarize yourself with a risk assessment tool. If 
you don’t know which to pick, have a look at 
https://oxrisk.com/oxrec-9/ 


2. Input a few characteristics and see what prediction 
or risk assessment the tool returns


3. If you were a judge, would you follow the 
prediction? Explain.


4. What additional characteristics of the individual 
would make you override the prediction made by 
the risk assessment tool?

https://oxrisk.com/oxrec-9/


Part II 
LLMs such as Chat GPT 

(recap and exercises)



GPT = generative pre-
trained transformer 



What Does Chat-GPT Do?

Chat-GTP is a word 
completion program on 
steroids. 


It picks the next word based 
on reasonable probabilities, 
though it need not pick the 
most likely next word.

pollute 2%

save 3%

suffocate 3%

tables 0.0001%

Complete the following: 


“Plastic bags can…”



One Word at a Time!

Chat-GPT carries 
out its completion 
task one word at a 
time until it hits a 
<stop> token that is 
assigned a 
reasonable 
probability.

Until it reaches <stop>, Chat-
GPT continues its completion 
task using its previous output as 
part of the next input: 


Plastic bags can …


Plastic bags can save …


Plastic bags can save the …



How Does Chat-GPT Learn 
These “Next Word” Probabilities? 

Pr(next word | past words)



Minimizing 
Loss 

Source: What Is ChatGPT Doing … and Why Does It Work?—Stephen Wolfram Writings

https://writings.stephenwolfram.com/2023/02/what-is-chatgpt-doing-and-why-does-it-work/


Human Feedback 

Source: https://openai.com/blog/chatgpt



Exercise: pick a court opinion that you know well, have Chat-
GPT read it and then ask questions, such as:


- what is the holding? what are the key arguments?  

- did the decision overrule any precedent? 

- what precedent did it follow?

- etc.

 

Did Chat-GPT answer your questions correctly?



The Legal Bench Project 



Project’s Goals

Create a set of 
benchmark legal 
reasoning tasks  

Assess how LLMs 
like Chat GPT 
perform at 
executing legal 
reasoning tasks




IRAC model of Legal Reasoning

Issue 
spotting

Rule Recall

Rule 
Application

Rule Conclusion



hearsay - train dataset for in-context prompting 

index answer text slice

0 No On the issue of whether David is fast, the fact that David set a high school 
track record. Non-assertive conduct

1 Yes On the issue of whether Rebecca was ill, the fact that Rebecca told 
Ronald that she was unwell.Standard hearsay

2 No "To prove that Tim was a soccer fan, the fact that Tim told Jimmy that 
""Real Madrid was the best soccer team in the world.""" Not introduced to prove 
truth

3 No "When asked by the attorney on cross-examination, Alice testified that she 
had ""never seen the plaintiff before, and had no idea who she was.""" Statement 
made in-court

4 Yes On the issue of whether Martin punched James, the fact that Martin 
smiled and nodded when asked if he did so by an officer on the scene.Non-verbal 
hearsay



Example: hearsay - test dataset



Exercise: 

1. Think about a specific legal task that judges need to perform

2. Create a training set for in-context prompting and a test set 

3. Assess Chat GPT with instances from test set (no prompting) 

4. Train Chat CPT with in-context prompting

5. Assess Chat GPT with instances from test set (after prompting)


Find inspiration from Legal Bench project:

https://huggingface.co/datasets/nguha/legalbench

https://huggingface.co/datasets/nguha/legalbench


Part III 
Bayesian Networks 

(recap and exercises)



Graphical Components of a Bayesian Network
Arrows

motive

kill

powder

testimony

As a first approximation, think of 
arrows as directions of causal influence 
(though this interpretation is debated):


Whether or not the defendant had a 
motive to kill influences whether or 
not the defendant killed the victim 


Whether or not the defendant killed 
the victim influences whether or not 
gunpowder was found on defendant


Whether or not the defendant killed 
the victim influences what the 
witness saw


Whether or not the witness is 
credible influences what the witness 
says

credibility



Chris is shot (clearly murder) on an island. 


There are 100 possible perpetrators. One of them is Fred.


Gun shot residue is found on Fred’s hands same day as the shooting took place. 


There are two possible explanations: Fred shot Chris or Fred was at the 
shooting range the same day. Both explanations can be true. Given the gun 
shot residue, it is impossible that both are false. 


Fred goes to the shooting range 4 days a week. 


Daniela, a woman who works at the shooting range, is asked if she saw Fred on 
the day in question, and she says that he was not at the range that day. 


Daniela’s accuracy in correctly identifying and remembering Fred is 99%. In 
other words, if Fred was at the shooting range that day, there is a 1% chance 
that she will incorrectly report that he was not there, and if he was not, there is 
a 99% chance that she will correctly report that he was not there. 


What is the probability that Fred shot Chris?

Consider this Stylized Legal Case



Graphs and Numbers 

B

Fred at shooting range

D

Daniela's testimony

C

gun powder on Fred

A
Fred shot Chris

A=yes 1/100=1%
A=no 99%

B=yes 4/7=57%
B=no 3/7=43%

A=yes & 
B=yes 

A=no & 
B=yes

A=yes & 
B=no

A=no & 
B=no

C=yes 100% 100% 100% 0%
C=no 0% 0% 0% 100%

B=yes B=no 
D=yes 99% 1%
D=no 1% 99%



No Evidence: 
Unlikely Fred Shot Chris 



Gun Powder on Fred:  
Still Unlikely Fred Shot Chris 



Gun Powder on Fred plus Daniela’s Testimony:  
Still Unlikely Fred Shot Chris 



Exercise: 

1. Think about a factual dispute in a legal case that you are 
familiar with 

2. Draw a graphical model — arrows and nodes — of the 
evidence in the case

3. Add numbers if possible: fill in probabilities in the tables  

4. Does the Bayesian network help in assessing the strength of 
the evidence and reaching a decision? Explain.




Part IV 
The AI Act 

(separate slides)



Exercise: 

1. Recall the AI systems we looked at, such as risk 
models, LLMs, multi-agent and Bayesian networks

2. Do they count as AI systems under the AI act?

3. Do they count as prohibited? 

4. Do they count as high risk? 

5. Do they count as low risk? 



